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Bayesian philosophy
Steve is very shy and withdrawn, invariably
helpful but with very little interest in people or
in the world of reality. A meek and tidy soul, he
has a need for order and structure, and a
passion for detail.

სტივი ძალიან მორცხვი და ჩაკეტილია,
ყოველთვის დასახმარებლად მზად მყოფი,
მაგრამ რელაურ სამყაროსა თუ ადამიანებში
ნაკლებ დაინტერესებული. მშვიდსა და
პედანტს, წესრიგისა და დეტალების მიმართ
განსაკუთრებული მიზიდულობა ახასიათებს.

Is Steve more likely to be a librarian or a farmer?

სტივის ბიბლიოთეკარობა უფრო მაღალალბათურია თუ
ფერმერობა?



Bayes’ rule

▶ This example is by Daniel Kahneman and Amos Tversky.
People tend to ignore the overall proportion of farmers and
librarians in the general population.

▶ The correct framework to think about this problem is Bayes’
theorem.

P(H | E ) = P(E | H) · P(H)
P(E )

This helps to determine the probability of the hypothesis H (Steve is
a librarian) given the evidence E (Steve is very shy and
withdrawn. . . ) is true.
▶ This is one of the most tattooed formulas in mathematics.
▶ To illustrate what the theorem says, it helps to draw a diagram.



Bayes’ rule illustrated

H Hypothesis, “Steve
is a librarian”

E Evidence, “Steve is
very shy and
withdrawn. . . ”

¬H Opposite of our
hypothesis, “Steve
is a farmer”

P(H | E ) = P(E | H)P(H)
P(E | H)P(H) + P(E | ¬H)P(¬H) = P(E | H)P(H)

P(E )



Terminology

In order to proceed, we have to learn some terminology from
Bayesian statistics.

P(H | E ) = P(E | H) · P(H)
P(E )

P(H) is called a prior
P(E | H) is called a likelihood
P(H | E ) is called a posterior

▶ So, prior and likelihood are proportional to the posterior.
▶ Motto of Bayesian statistics: evidence, coming in, should

update our prior beliefs, contrary to establishing completely
new ones.

▶ This brings us to Bayesian inference.



Bayesian inference
In a nutshell: given a number of data samples (observations) that
follow some distribution, what is the estimate of parameters at play?

Example
Say we are given 50 data samples x1, x2, . . . , x50. We know that this
data samples are following some exponential distribution ae−ax .
What is the estimation of a parameter a? There are at least two
major estimation strategies
▶ Point estimation. A single best approximation

a =
(x1 + x2 + · · · + x50

50
)−1

.

Prior beliefs are not taken into account.
▶ Interval estimation (or Bayesian inference). We get out a

distribution of a, and we can also take prior beliefs into
account.



Example in detail
First, lets generate 50 random data points (observations) that follow
some exponential distribution.

Figure: Data points Figure: Histogram



Example in detail
For the sake of it, we find out what the point estimation of the
parameter a. We also print the real value of a.

Step 1
We assume prior distribution of parameter a. Here, say we think it is
distributed according to a normal distribution f with mean 4 and
standard deviation 1. This is my prior.

Step 2
Generate random a’s according to the prior distribution.

In our example, let us generate one thousand a’s from our normal
distribution f .



Example in detail

Figure: 1000 samples of a parameter from f



Example in detail
Step 3
Compute likelihood times prior L(ai) for each generated ai .

L(ai) = probability of observing x1, . . . , x50 (if a = ai) and a = ai

= P(x1, x2, . . . , x50 | a = ai) × P(a = ai)
= P(x1 | a = ai) × · · · × P(x50 | a = ai) × P(a = ai)
= (aie−ai x1)dx × · · · × (aie−ai x50)dx × f (ai)dx



Example in detail

Step 4
Draw the posterior distribution of a parameter a.

By Bayes’ rule

P(a = ai | x1, x2, . . . , x50) = L(ai)∑1000
i=0 L(i)

Plotting the posterior distribution in blue, prior distribution in red
and real value of a in green, we get



Example in detail

Figure: Prior, posterior and real value of a.



Example in detail
We can also draw the confidence interval.

Figure: 95% confidence interval



Example in detail
How the number of observed data influence the estimation?

Figure: 10 data samples

Figure: 20 data samples

Figure: 30 data samples

Figure: 40 data samples

Figure: 50 data samples

Figure: 100 data samples



Source

From now on, everything we say follows

Jonas Dehning, Johannes Zierenberg, F. Paul Spitzner, Michael
Wibral, Joao Pinheiro Neto, Michael Wilczek, and Viola
Priesemann.
Inferring change points in the spread of COVID-19 reveals the
effectiveness of interventions.
Science 369 (2020), no. 6500.



Bayesian inference for epidemiological parameters

We perform Bayesian inference for the epidemiological parameters of
an SIR model using MCMC sampling (lecture by Ana Dolidze).

The central parameters are (there are others)
▶ the spreading rate λ,
▶ the recovery rate µ,
▶ the reporting delay D,
▶ the number of initially infected people I0.

Informative priors are chosen based on available knowledge for λ, µ,
and D, and uninformative priors for the remaining parameters.

The informative priors are intentionally kept as broad as possible so
that the data would constrain the parameters.



Recall the SIR model

Disease spreads at rate λ from the infected population compartment
I to the susceptible compartment S, and that the infected
population compartment is removed R at rate µ.

dS
dt = −λ

SI
N ,

dI
dt = λ

SI
N − µI, dR

dt = µI.

N is population size. During the initial phase: S ≈ N ≫ I, so

S/N ≈ 1. So, differential equation reduces to

dI
dt = (λ − µ)I, solved by I(t) = I0e(λ−µ)t .



Discrete SIR model

Dataset discrete in time (∆t = 1 day) =⇒ solve equations in
discrete time step (dI/dt ≈ ∆I/∆t)

St − St−1 = −λ∆t St−1
N It−1 =: − Inew

t

Rt − Rt−1 = µ∆tIt−1 =: Rnew
t

It − It−1 =
(
λ

St−1
N − µ

)
∆tIt−1 = Inew

t − Rnew
t

It models the number of all (currently) active infected people.

Inew
t is the number of new infections that will eventually be reported.



Add change points in spreading rate

▶ Assume the spreading rate λi , i = 1, . . . , n, may change at
certain time points ti from λi−1 to λi .

▶ Assume change happens linearly over time window of ∆t days.
▶ Thereby, we account for mitigation measures, which were

implemented by governments step by step.
▶ The parameters ti , ∆ti , and λi are added to the parameter set

of the model above.
▶ Differential equations are augmented by the time-varying λi .



Add reporting delay and weekly reporting modulation

▶ We explicitly include a reporting delay D between new
infections Inew

t and newly reported cases Ct .
▶ We also include a weekly modulation to account for lower case

reports around the weekend, which subsequently accumulate
during the week.

▶ To model these, we put

Ct = Inew
t−D

(
1 − f (t)

)
, where

f (t) = (1 − fw ) ·
(
1 −

∣∣∣ sin
(π

7 t − 1
2Φw

)∣∣∣).

▶ Parameters fw and Φw are also constrained by data.



Estimating model parameters

Denote by Ĉt the real-word data of reported cases.
▶ For likelihood P(Ĉt | θ), assume the distribution

P(Ĉt | θ) ∼ StudentTv=4
(
mean = Ct(θ),

width = σ
√

Ct(θ)
)
.

▶ The scale factor σ is another parameter to be estimated.
▶ Student’s t distribution because it resembles normal

distribution around the mean but features heavy tails, which
make the sampling more robust with respect to extreme values
and thus reporting noise.



Estimating model parameters

Summing up, the complete set of model parameters is

θ = {λi , ti , ∆ti , µ, D, σ, I0, fw , Φw }

We estimate θ using Bayesian inference.
▶ The posterior is approximated by normal distributions ignoring

correlations between parameters.
▶ Informative priors on initial model parameters are chosen where

data allows.
▶ Uninformative priors otherwise.



Forecasting

▶ For the forecast, we take all samples from the inference step
and continue time integration according to different forecast
scenarios.

▶ The overall procedure yields an ensemble of forecasts as
opposed to a single forecast that would be solely based on one
set of (previously optimized) parameters.



Example: Germany

Three change points to the initial spreading rate λ0, motivated by
German government interventions.
▶ The first change point (λ0 → λ1) expected around 9 March

2020 (t1) as a result of the official recommendations to cancel
large events.

▶ A second change point (λ1 → λ2) expected around 16 March
2020 (t2), when schools and many stores were closed.

▶ A third change point (λ2 → λ3) is expected around 23 March
2020 (t3), when all nonessential stores were closed and a
contact ban was enacted.

Assume that each set of interventions leads to a reduction by ∼50%
of λ at a change point.
Assume wide uncertainty of reduction. In principle, even an increase
at the change point would be possible after inference.



Germany: Priors

Exact priors (chosen because reasons) for model parameters are
given below.



Germany: Results



Germany: Results



Germany: Results

Thank you!
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